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ABSTRACT—Human-Computer Interaction 

(HCI) involves emotion detection from speech 

signals, which is a tough assignment. The on-

demand and leveraging need for accurate and real-

time Speech Emotion Recognition (SER) in 

human–computer interactions necessitates a 

comparison of available methods and databases in 

SER to arrive at feasible solutions and a better 

understanding of this open-ended problem. This 

study offers an outline of Deep Learning 

techniques and explores some recent research that 

has used these analytics to identify speech-based 

emotions. Deep learning approaches for SER with 

available datasets are examined in this review, 

accompanied by traditional machine learning 

strategies for speech emotion recognition. This 

review contributes to a better understanding of the 

field of discrete speech emotion recognition and 

presents a multi-aspect comparison between 

different deep learning approaches in speech 

emotion recognition. 

Keywords—Speech Emotion Recognition; deep 

learning; feature extraction; emotional speech 

databases 

 

I. INTRODUCTION 
Speech Recognition is one of the most 

burgeoning research field in which attempts are 

made to identify speech signals.As a result, Speech 

Emotion Recognition (SER) is becoming a 

common research subject, with many potential 

applications in fields such as automatic translation 

systems, machine-to-human interaction etc. [1]-

[2].Humans can easily sense the speaker's emotion. 

Many years of experience and observation are 

needed to accomplish this. Humans analyze various 

characteristics of a particular speech before 

recognizing the speaker's emotion based on 

previous experience or observation. A human-like 

system [3] that can detect emotions effectively and 

efficiently is demanded.The extraction of features 

or different characteristics from speech can be used 

to identify emotion, and quiet a lot of speech 

databases is required to be trained to make the 

system accurate. The first step in developing an 

emotion recognition system is to choose or 

implement an emotional speech corpora, after 

which emotion-specific features are drawn-out 

from those speeches and finally a classification 

model cast-off to recognize theemotions. 

Prior to the widespread use of deep 

learning, SER relied on techniques such as hidden 

Markov models (HMM), Gaussian mixture models 

(GMM), and support vector machines (SVM), as 

well as extensive pre-processing and precise feature 

engineering.SER has begun to benefit from the 

tools made available by deep learning in order to 

solve all major problems in machine learning [2]. 

Speech emotion recognition has the 

potential to be very useful in vehicle safety 

features. It is capable of sensing the driver's mood 

and aiding in the prevention of collisions and 

disasters.Another use is in counselling sessions; by 

using SER, therapists would be able to understand 

their patients' current condition as well as any 

underlying latent emotions.Speech emotion 

detection in call centers can offer early warnings to 

customer care and managers about the caller's 

emotion in the service industry and e-commerce 

[2]. 

The organization of this paper is as 

follows: a background study on SER system and 

some of the traditional feature extraction 

techniques is described in section II. Section III 

aims to give a brief review on emotional speech 

databases and their comparison. Section IV focus 
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on different SER techniques (traditional and deep 

learning).Section V summarizes the review.  

II. SPEECH EMOTION RECOGNITION 

SYSTEM 
Signal pre-processing, feature extraction, 

and classification are the three basic components of 

emotion recognition systems based on digitized 

speech. To evaluate meaningful units of the signal, 

acoustic pre-processing such as de-noising and 

segmentation are used. To define the appropriate 

features in the signal, feature extraction is used. 

Finally, classifiers perform the mapping of derived 

feature vectors to specific emotions [1]. Speech 

signal processing, feature extraction, and 

classification are discussed in depth in this section. 

Fig.1 demonstrates a simplified method for 

understanding emotions based on expression.  

Speech enhancement is carried out in the head start 

of speech-based signal processing [1], where the 

noisy components are eliminated. Feature 

extraction and feature selection [1] are the two 

sections of the second level. The appropriate 

features are drawn out from the pre-processed 

speech signal, and the extracted features are used to 

make the selection [1].  

 

 
Fig. 1. peech Emotion Recognition System 

 

A. Feature Extraction and Selection 

Techniquies In SER 

During the recording process, the input 

data obtained for emotion recognition [1] is 

frequently distorted by noise. The feature 

extraction as-well-as classification become less 

reliable [1] as a result of these flaws. This means 

that in emotion detection and recognition systems, 

refining the input data is crucial. 

Acoustic features, contextual knowledge, 

linguistic features, and hybrid features are the four 

types of speech features used in the SER. The most 

popular and widely used features of SER are 

acoustic features. Prosodic features (pitch, sound, 

and duration), as well as voice quality and spectral 

features, are among them. The harmonics-to-noise 

ratio, spectral power distribution, first three 

formants, jitter, and shimmer are all indicators of 

voice quality. Table I lists some of the factors that 

focus on acoustics and speech impulses or 

emotions. 

Some of the common methods for feature 

extraction are Linear Predictive Cepstral 

Coefficients (LPCC), Fast Fourier Transform 

(FFT), Linear Predictive Analysis (LPC), Mel scale 

Cepstral Analysis (MEL), Perceptual Linear 

Predictive Coefficients (PLP) and Relative Spectra 

Filtering of log Domain Coefficients (RASTA) 

[16]. 

 Linear Prediction Coefficients (LPC): It is 

a base model for human speech output that 

employs a typical source filter model. It estimates 

the concentration and frequency of the left-over 

residue by approximating the formants, extracting 

their effects from the speech signal, and analysing 

the speech signal. Each sample of the signal is 

claimed to be a direct incorporation of previous 

samples in the result. The formants are defined by 

the coefficients of the difference equation, so LPC 

must approximate these coefficients. LPC is a 

common formant estimation method and a strong 

speech analysis method. 

Linear Prediction Cepstral Coefficients 

(LPCC), log area ratio (LAR), Reflection 

Coefficients (RC), Line Spectral Frequencies 

(LSF), and Arcus Sine Coefficients (ARCSIN) 

[118] are some of the other features that can be 

obtained from LPC. LPC is generally used for 

speech reconstruction. The LPC approach is widely 

used in musical and electrical companies to build 

mobile robots, as well as in telecommunications 

companies for tonal analysis of violins and other 

musical gadgets. 

 Mel Frequency Cepstral Coefficients 

(MFCC): It is one of the typical methods used for 

feature extraction which is being the most common 

in Automatic Speech Recognition (ASR). 

While 10-12 coefficients are adequate for 

coding expression, it is dependent on the spectral 

type, which makes it more sensitive to noise. While 

temporal material is present in speech, this problem 

can be solved by using more information in speech 

signals periodicity. MFCC represents the real 

cepstral of a windowed short time fast Fourier 

transform (FFT) signal. The frequency is not linear. 

The audio function extraction MFCC technique 

[121] is used to extract parameters that are close to 

those used by humans when hearing speech. Other 

information is deemphasizes, and speech signals 

are separated using an arbitrary number of samples 

with time frames. Most systems use overlapping 

from frame to frame to smooth the transition, and 
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then hamming window to remove the 

discontinuities from each time frame. 

 Linear Prediction Cepstral Coefficients 

(LPCC): Emotion- specific information conveyed 

by vocal tract characteristics are captured by 

LPCC. The aim of using LPCCs is to take into 

account the speaker's vocal tract characteristics 

when doing automatic emotion recognition. LPCC 

are cepstral coefficients derived from the spectral 

envelope determined by LPC. LPC determines the 

spectral envelope, and LPCC are cepstral 

coefficients resulting from it. The letters LPCC 

represent for the coefficients of the Fourier 

transform illustration of LPC's logarithmic 

magnitude spectrum. Cepstral analysis is 

commonly used in the field of speech synthesis 

because of its capacity to separate the speech into 

its source and system components with a small 

number of features, without any a priori knowledge 

about source and / or system. Rosenberg and 

Sambur [117] discovered that adjacent predictor 

coefficients are highly correlated, meaning that 

representations with fewer correlated features are 

more efficient; LPCC is a good example of this. 

Atal proposed the relationship between LPC and 

LPCC in 1974. In the case of minimal phase 

signals, it is technically reasonably simple to 

convert LPC to LPCC [119]. 

 Perceptual Linear Prediction (PLP): 

Hermansky [120] created a PLP model that models 

human speech using the psychophysics principle of 

hearing. PLP increases the speech recognition 

performance by filtering out irrelevant data. Only 

the transformation of spectral characteristics to 

human auditory system match distinguishes PLP 

from LPC. PLP approximates three major 

perceptual aspects: the intensity-loudness power-

law relation, equal loudness curve, and critical-

band resolution curves. 

 Mel scale Cepstral Analysis (MEL): PLP 

and MEL analysis [124] are similar in that they 

both use psychophysically dependent spectral 

transformations to change the spectrum. 

  

TABLE I.  ACOUSTIC VARIATIONS BASED ON SPEECH EMOTIONS 

Emotion

s 
Pitch Intensity 

Speaking 

Rate 

Anger Stress Much higher 
Marginall

y faster 

Fear Wide Lower 
Much 

faster 

Joy 
High mean, 

wide range 
Higher Faster 

Sadness Slight Narrow 
Downward 

inflections 
Lower 

 

A spectrum is bundled in this system 

according to the MEL scale, while a spectrum is 

twisted in PLP according to the bark scale. The key 

difference between scale cepstral analysis of PLP 

and MEL is the output cepstral coefficients. The 

modified power spectrum is smoothed using the all 

pole model in PLP, and then output cepstral 

coefficients are computed using this model. In 

MEL scale cepstral analysis, on the other hand, the 

modified power spectrum is smoothed using 

cepstral smoothing. The Discrete Fourier 

Transform (DFT) is used to directly transform the 

log power spectrum into the cepstral domain. 

 Relative Spectra Filtering (RASTA): 

RASTA filtering [123] is available in the 

research library to compensate for linear 

channel distortions. In either the log spectral or 

cepstral realms, the RASTA filter may be used. 

Each function coefficient is effectively passed 

through the RASTA filter band. In both the log 

spectral and cepstral realms, linear channel 

distortions appear as an additive constant. The 

identical band pass filter's high-pass portion 

decreases the effect of convolutional noise 

introduced into the channel. Low-pass filtering 

assists in the smoothing of spectral variations 

from frame to frame. 

 Fast Fourier Transform (FFT): Speech 

signal power spectrum defines the frequency 

content of the signal over time and is one of 

the most common techniques for analysing 

speech signals. The speech signal's discrete 

Fourier Transform (DFT) is the first step in 

computing the power spectrum, which 

computes time domain signal equivalent 

frequency information. Fast Fourier Transform 

(FFT) can be used to improve the efficiency of 

real point values in speech signals.[122] 

 

B. Feature classification in SER 

Various classifiers have been discussed in 

the literature to build systems like SER, speech 
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recognition, and speaker verification. A 

classification system is a tool for assigning a 

particular emotion class to each speech based on 

the extracted features from the speech. For emotion 

recognition, various classifiers are available. When 

it comes to selecting a correct classifier, there are 

no thumb rules. The majority of the time, the 

classifier was selected based on previous 

experience. Each speech sample's features (feature 

vector) are fed into classifiers as an input using a 

linear combination of real weight vector W. 

The weight vector is then modified using a 

proper training technique. An activation function is 

used to produce the output from the model, which 

mapped each input to a predefined emotion class. 

This activation function can be either linear or 

nonlinear. Classifiers can be classified into two 

groups based on the existence of their activation 

functions: linear classifiers and non-linear 

classifiers. If the feature vectors are linearly 

separable, the linear classifier can classify 

correctly. Since most feature vectors are not 

linearly separable in real life, a nonlinear classifiers 

used. 

 

III. REVIEW ON EMOTIONAL SPEECH 

DATABASES 
Mainly databases specifically designed for speech 

emotion recognition are classified into three, 

simulated, semi-natural, and natural speech 

collections [2]. 

 Simulated Database: The speech data in 

these databases was captured by well-trained and 

experienced performers [1].Of all databases, this 

one is considered to be the most comprehensive 

method of obtaining a speech-based dataset of 

various emotions [1]. This approach is believed to 

be responsible for approximately 60% of all speech 

databases.Simulated data sets, such as ―EMO-DB 

(German), DES (Danish)[2], The Ryerson Audio-

Visual Database of Emotional Speech and Song 

(RAVDESS)[2],Toronto Emotional Speech Set 

(TESS)[2], and Crowd-Sourced Emotional 

Multimodal Actors Dataset (CREMA-D)‖[2], are 

structured collections of emotions that allow for 

easy comparison of outcomes [2]. While they have 

a large number of distinct emotions, since they 

have manufactured emotions, they have over fitted 

models for recognizing emotions that are somewhat 

different from what happens in normal 

communication [2]. 

 Semi-natural/ Induced database: Another 

type of database is one in which the emotional 

collection is gathered by simulating an emotional 

situation [1]. This is achieved without the actor or 

speaker's knowledge. This database is more 

naturalistic than an actor-based database. However, 

there could be an ethical concern because the 

speaker should be conscious that they are being 

documented for research purposes. IEMOCAP, 

Belfast, and NIMITEK are three semi-natural 

emotion sets. This category has the benefit of being 

somewhat close to natural speech utterances. 

Despite the fact that they are based on scenarios 

and the speech happens in a context, they are 

artificially generated emotions, particularly when 

speakers are aware that they are being recorded for 

research purposes. 

Natural database:These databases are difficult to 

obtain due to the difficulty in identifying them, 

despite the fact that they are the most realistic. 

Normal emotional expression databases are 

commonly assembled from public conversations, 

call centre conversations, and other similar 

circumstances. The natural corpora of emotional 

speech databases such as VAM, AIBO, and call 

centre data make up this category. These are totally 

real and can be used to build emotion recognition 

models without fear of being artificially produced. 

However, due to the continuousness of emotions 

and their complex variance throughout the course 

of the expression, the presence of concurrent 

emotions, and the presence of background noise, 

modelling and identification of emotions with this 

type of datasets can be difficult. 

A. Studyof Different Types Of Databases 

Table II shows a brief analogy of different types of 

databases, pointing out the differences in the 

features and some examples of each type [2]. Major 

examples of each type is discussed in this section. 

 Berlin Database of Emotional Speech 

(EMO-DB)[2]:One among most commonly used 

databases for speech emotion detection is the 

Berlin Database of Emotional Speech (EMO-DB) 

[2] [55]. BJ Abbaschian et.al [2] observed 

that―EMO-DB is a simulated dataset made up of 

10 German sentences, five short sentences, and five 

long sentences. The dataset was created using ten 

speakers, five females and five males. Each speaker 

had spoken ten sentences, five long and five short, 

voicing various emotions [2]. The whole dataset is 

containing 700 samples, of 10 sentences acted with 

seven emotions. The emotions chosen for this 

dataset were neutral, anger, fear, joy, sadness, 

disgust, and boredom‖ [2]. 

 Interactive Emotional Dyadic Motion 

Capture Database (IEMOCAP): IEMOCAP is a 

semi-natural English audio visual dataset of 1150 

Utterances acted by ten speakers, five males and 

five females [2].Abbaschian et.al [2] 

observed―anger, happiness, sadness, and frustration 

were the original emotions in database scenarios. 
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Later, they added four more categories to the data: 

disgust, fear, excitement, and surprise [2]. They 

also provided data that was labelled with 

continuous valence, activation, and dominance 

qualities [2]. The dataset is not open source and 

requires a license to use. Compared to the 

simulated databases, this semi-natural dyadic 

database emits more naturally emitted emotions. It 

will be one of the best datasets for deep learning 

applications, with each dialog lasting an average of 

5 minutes‖ [2]. 

 Vera am Mittag Database (VAM): VAM 

dataset is a real audio visual dataset based on 

dialogues from Vera am Mittag, the German TV 

talk show [2] [58]. It is made up of three 

components: valence, activation, and dominance, 

and it is used to recognize dimensional speech 

emotions. With 1018 audio utterances, 47 speakers 

from the show performed the audio portion of the 

dataset. 

 

TABLE II.  COMPARISON OF SPEECH EMOTION DATABASES 

Database Language Emotions Source 

EMO-

DB 
German 

Happiness, 

sadness, 

neutral, 

disgust, 

anger 

Professional 

Actors 

IEMOC

AP 
English 

Anger, 

sadness, 

surprise, joy, 

frustration, 

fear, neutral, 

excited 

Professional 

Actors 

VAM German 

valence, 

activation, 

and 

dominance 

TV shows, 

call centers 

DES Danish 

neutral, 

surprise, 

happiness, 

sadness, and 

anger 

Professional 

Actors 

RAVDE

ES 
English 

happy, sad, 

angry, 

fearful, 

surprised, 

disgusted, 

calm, and 

neutral 

Professional 

Actors 

TESS English 

Angry, 

pleasantly 

surprised, 

disgusted, 

happy, sad, 

fearful, and 

neutral. 

Professional 

Actors 

 

IV. SPEECH EMOTION RECOGNITION 

METHODS 
To recognize emotion from voice, a 

number of methods and algorithms are used [2]. 

Each of these approaches seeks to solve the 

problem from a different viewpoint, and each has 

its own package of advantages and disadvantages. 

In this section, we will briefly review some of the 

traditional SER methods followed by reviewing 

deep learning approaches for the problem of 

Speech Emotion Recognition [2]. 

A. Traditional Methods 

These methods were designing 

foundations based on machine learning algorithms 
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that necessitated extensive feature engineering and 

a detailed understanding of the subject matter in 

order to infer the features that would be most useful 

in the calculations. Here three traditional methods 

SVM[17], GMM [47], and HMMs [48] are 

reviewed. 

 Hidden Markov Models (HMM):The 

Hidden Markov model is a double random process 

with a hidden underlying process that can be 

observed using a separate set of random processes 

that are responsible for generating the observed 

label series. In speech processing, HMM is 

commonly used. They're designed to create a 

scalable model that conforms to the temporal 

features of speech, allowing them to classify slight 

variations in an audio signal. HMMs is, of course, 

one of the first things we tried in SER [2]. MFCCs 

and LPCCs are two frequency representations that 

mostly commonly attempted by the researchers to 

solve the problem. 

 Gaussian Mixture Model (GMM):By 

combining linearly multivariate Gaussian 

distributions, the Gaussian Mixture Model is used 

to produce the probability density function of 

feature vector, ~x, which is a D dimensional 

continuous valued data vector. During the 

calculation of the log-likelihood, the classic GMM 

method assumes that all of the input features 

(MFCC filters, pitch, deltas, and delta-deltas) have 

equal weight. On both tasks, this is most likely not 

the case. The majority of speaker-specific 

information is carried in the upper part of the 

frequency range, and pitch holds more information 

than the lower part of the frequency band. This is 

also applicable when it comes to recognizing 

emotions. 

 Support Vector Machine (SVM):SVM is a 

well-known method for emotion recognition and is 

used as a classifier [2]. SVM is most commonly 

used for classification and regression. They do 

classification by building an N-dimensional hyper 

plane that divides the data into categories as 

efficiently as possible. The classification in the 

input feature space of the dataset is obtained using 

a linear or nonlinear separating surface. The main 

idea behind SVM is to use a kernel function to 

transform the original input set into a high-

dimensional feature space and then achieve 

optimum classification in that space[2][42]. 

 

B. Deep Learning Methods in SER 

Deep learning [1] is a modern machine learning 

research area that has gotten a lot of attention in 

recent years. Deep Neural Networks (DNNs) have 

been used by a few researchers to train their SER 

models. Table IIIdifferentiatesconventional 

algorithms and Deep learning [1] i.e. Deep 

Convolutional Neural Networks (DCNN) 

algorithms in the context of measuring various 

emotions using the IEMOCAP, Emo-DB [1] 

datasets and recognizing various emotions such as 

happiness, anger, and sadness. Deep learning 

algorithms outperform traditional techniques in 

emotion recognition, according to research. Deep 

learning approaches are made up of a variety of 

nonlinear components that perform parallel 

computations. To address the shortcomings of other 

approaches, these methods must be organized with 

deeper layers of architecture. Deep learning is 

currently a leveraging research area due to its 

multi-layered architecture and reliable results 

delivery. 

In this section various deep learning algorithms 

such as DBMs, DBNs, CNNs, DCNNs, LSTM, 

RNNs, RvNNs, AEs, MTLs, GAN, Transfer 

Learning and Attention Mechanism [1] are 

discussed. 

 Deep Boltzmann Machine (DBM): DBMs 

[1] are made up of several hidden layers and are 

derived from ―Markov Random fields‖. These 

layers are made up of stochastic entities and 

variables selected at random.Khalilet.al [1] shows 

―the domain of visible entities is given byvi{0, 

1}∈C
, with combination of hidden units hi

(1)∈{0, 

1}
b
1 , hi

(2)∈{0, 1}
C

2 , · · ·, hi
(L)∈{0, 1}

C
L.‖. This is 

shown in Fig.2 [1]. In a Restricted Boltzmann 

Machine (RBM), on the other hand, there is no 

interconnection between entities in the same layer.  

 The main benefit of DBM is that it has a 

proclivity for learning quickly and providing 

efficient representation [1]. It accomplishes this 

through layer-by-layer pre-training. When it comes 

to emotion recognition, DBM can facilitate when 

speech is used as an input. DBM also has several 

other functions. There are also drawbacks, such as 

limited effectiveness in certain scenarios. 
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Fig. 2. Graphical representation of DBM 

 

 Recurrent Neural Network (RNN): RNN 

[1] is a type of neural network that is based on 

sequential information [1] in which the outputs and 

inputs are linked. This interdependence is usually 

helpful in predicting the state of the input in the 

future. Khalil et.al [1] summarise that ―RNNs, like 

CNNs, require memory to save the overall 

informationgathered during the sequential training 

process of deep learning modelling, that generally 

only works well for a few back-propagation steps. 

Fig.3 [1] depicts the basic RNN architecture in 

which xt is the input, stis the underlying hidden 

state, and ot is the output at time step t. The U, V, 

W are known as parameters for hidden matrices 

and their values may varies for every time step‖. 

The hidden state is calculated as: 

St = f U xt + Ws t − 1                        (1) 

 

 
Fig. 3. Basic architecture of RNN 

 

The key issue that has an impact on the 

RNN's overall performance is its vulnerability to 

the absence of gradients. In other words, during the 

training process, the gradients can decay 

exponentially and be multiplied by a lot of small or 

large derivatives. However, this sensitivity 

decreases, resulting in the forgetting of the initial 

inputs. To prevent this from occurring, Long Short-

Term Memory (LSTM)[1] is used to provide a 

block between the recurrent connections. Khalil 

et.al [1] summarised ―each memory block stores 

the network's temporal states and contains gated 

units that monitor the inflow of new data. Since 

residual connections are normally very large, they 

are useful for reducing gradient issues‖. 

 Recursive Neural 

Network(RvNN):RvNN[1]is a hierarchical deep 

learning technique that doesn't rely on a tree-

structured input sequence. By splitting the input 

into small chunks, it can quickly learn the parse 

tree of the given data. Fig.4 depicts an RvNN [1]. 

The governing equation 

          p1,2 = tanh(W[c1; c2])                               (2) 

where W is designed as n × 2n weighted matrix[1]. 
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Fig. 4. Basic architecture of RvNN 

   

RvNN [1] is mainly used for natural 

language processing (NLP), but its architecture 

enables it to handle a number of modalities, 

including speech recognition and SER. It begins by 

measuring the overall score of each possible pair in 

order to merge them up and create a syntactic tree. 

The highest-scoring pair is then combined with a 

vector called the compositional vector [1]. After the 

pair is combined,the RvNN produces several units, 

the vectors that represent regions, and labels for 

classification. 

 Deep Belief Network (DBN):The structure 

of DBN is even more complex, and it is made up of 

cascaded RBM structures [1]. Khalil et.al[1] 

discussed the summary as ―DBN is a bottom-up 

extension of RBMs, in which RBMs are trained 

layer by layer [1] Due to their ability to learn the 

recognition parameters effectively, DBNs are 

widely used for speech emotion recognition, even 

though there are a large number of them.  It also 

removes layer non-linearity. During preparation, 

DBNs are used to solve slow speed localized 

problems using back propagation algorithms. Fig.5 

depicts the DBN's layer-wise architecture, in which 

RBMs are trained and evaluated layer by layer [1] 

from the bottom to the top‖[1]. 

 

OUTPUT 

Fig. 5. Layer-wise architecture of DBN 

 

The unsupervised design of pre-training 

techniques [1] with broad and unlabelled databases 

is the first big benefit of DBN. The second benefit 

of DBNs is that they can use inference method 

approximation to compute the necessary output 

weight of the variables [1]. Mohamed et.al [65] 

states ―since DBNs' inference method is only 

limited to bottom-up pass, there are some 

limitations. A greedy layer exists that learns the 

features of a single layer and never re-adjusts with 

the other layers‖ [1]. 

 

 Convolutional Neural Network (CNN): 

CNN is a form of Deep learning technique for 

classification that is solely based on feed-forward 

architecture. CNNs are widely used to enhance data 

classification and pattern recognition. The input 

data is interpreted in the form of receptive fields by 

these networks, which have small size neurons on 

every layer of the built model architecture [1]. 

Fig. 6[1]provides ―the layer-wise architecture of a 

basic CNN network. Filters are the base of local 
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connections that are convolved with the input and 

share the same parameters (weight Wi and bias n i) 

to generate i feature maps (z i), each of size a − b − 

1. The dot product between the weights and 

provided inputscomputed by the convolutional 

layers‖ [1].So, the parameters for weight Wiand 

biasing n i for generation of maps z i for i features 

with sizes a − b − 1 can be given as: 

zi = g(Wi ∗ r + ni)                                    (3) 

To obtain the output of the convolution 

layers, an activation function f or a non-linear 

methodology must be used. It should be noted that, 

as seen in Fig. 5, inputs are very tiny portions of 

the original volumes. To feature maps and reduce 

network parameters, down sampling is performed 

at each subsampling layer [1]. As a consequence, 

over fitting is minimized and the training phase is 

accelerated. For the adjoining expanse of all the 

function maps, the pooling process is carried out 

over p elements (also known as filter size). As with 

other neural networks, the layers must be 

completely linked in the final step.These later 

layers create high-level abstraction from the input 

speech data using the previous low- and mid-level 

features [1]. The final layer, also known as SVM or 

Softmax, [1] is used to produce a classification 

score in probabilistic terms that is connected to a 

particular class. 

 Deep Convolutional Neural Network 

(DCNN): Deep convolutional networks usually 

have many layers of convolution nodes, followed 

by one or more completely connected layers to 

complete the classification task [2].  

Harar et al. [26] [2] have proposed ―a method based 

on a deep neural network containing convolutional 

pulling and fully connected layers. They used the 

Berlin Database of Emotional Speech to test their 

system. They've confined their classes to angry, 

neutral, and sad to compare to previous studies [2]. 

They eliminated silence from their signals and then 

split the files into 20 ms chunks with no overlap in 

their method [2]. They have six layers of 

convolution in their network before any feature 

selection, followed by dropout layers with p values 

with 0.1, a lattice of two parallel feature selectors, 

and finally a sequence of completely connected 

layers [6]. Their system had a section accuracy of 

77.51%, but a file level accuracy of 96.97%, with a 

confidence rate of 69.55%‖ [2]. Although the 

system's file-level accuracy was high, there is no 

indication to point a chunk of speech in real-world 

situations, and the system's independent detection 

needs to be improved [2]. 

 

 

Fig. 6. Layer-wise architecture of CNN 

 

Another Emotion recognition system 

based on a deep convolutional neural network is 

developed by Zhang et al. [25]. ―They can identify 

three types of emotions (angry, sad, and happy) as 

well as a neutral category using this method‖ [2]. 

Furthermore, they have demonstrated that their 

device can achieve accuracies of over 80% using 

EMO-DB, which is around 20% higher than the 

baseline SVM standard [2]. Automatic feature 

selection in deep convolutional neural networks 

outperforms feature selection in shallow 

convolutional neural networks and statistical 

model-based methods like GMM and HMM [2], 

according to their framework [2]. The discriminant 

temporal pyramid matching (DTPM) strategy, 

which helps in concatenating the learned segment 

level feature [2] to form an utterance level feature 

representation, was one of the main features used in 

this system. 

 Long Short-Term Memory Network 

(LSTM): Forming short-term activation for recent 

events [2] in RNNs make them beneficial for 
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applications in which time is an essential feature, 

like Speech Processing, music composition, and 

video description. However, depending on the size 

of the weights, error signals flowing backward in 

time [2] may either get bigger and bigger or 

disappear as they are trained using Back 

Propagation over Time. This would either result in 

oscillating weights or cause the network to train 

and converge slowly. 

Hochreiter and Schmidhuber [80] developed a new 

architecture called Long ShortTerm Memory [2] in 

1997 to integrate the short-term adaptation of 

RNNs and prevent the problems described above 

[2]. Even if the input sequences are incompressible 

and noisy, LSTM networks can bridge time 

intervals greater than 1000 steps. They're using a 

gradient-based algorithm that enforces constant 

error flow across individual units that are explicitly 

designed to handle the short-term, allowing them to 

truncate gradient computations at a given point 

without affecting long-term activations [2]. 

Fig.7 depicts architecture of LSTM network. 

Wöllmer et al. [28] proposed a multimodal LSTM-

based classification network that takes into account 

acoustic, linguistic, and visual data [2]. They 

contrasted both unidirectional and bidirectional 

LSTM networks in their research. 

Trigeorgis et al. [29] introduced a context-aware 

method for end-to-end emotion recognition in 

speech using CNNs and LSTM networks later in 

2016. They do not pre-select features before 

training  [2] the network, which is a major 

difference from other deep learning algorithms. 

 
. Fig.7. Architecture of LSTM 

 

A typical LSTM network is comprised of 

different memory blockscalledcells(the 

rectangles).  There are two states that are being 

transferred to the next cell; the cell state and 

the hidden state. The memory blocks are 

responsible for remembering things and 

manipulations to this memory is done through three 

major mechanisms, called gates. 

Xie et al. [115] proposed a structure 

focused on two layers of modified LSTMs with 

512 and 256 hidden units, followed by a layer of 

attention weighting on both time and function 

measurements, and two fully connected layers at 

the end in a paper published late in 2019 [2]. They 

tested five different variations of their proposed 

methods: LSTM with Time attention, LSTM with 

feature attention, LSTM with both time and feature 

attention, LSTM [2] with updated forget gate, and 

LSTM with both time and feature attention. 

Furthermore, according to the findings of their 

English speech dataset eNTERFACE, they have 

achieved UAR accuracy of 89.6%. 

Due to their pattern history memorizing 

[2] capability, LSTM networks have proven to be 

very successful in time series data [2]. Speech 

emotion detection is one of the standard 

implementations of such a device. LSTM-based 

systems are highly capable of understanding the 

signal's spectral characteristics. They may form a 

competent framework to model and learn the 

samples when combined with CNNs to learn the 

temporal characteristics of the signal [2]. 

 Auto Encoder (AE): One of the most 

important goals of feature extraction, which is one 

of the most important tasks in classification, is to 

find a stable data representation in the presence of 

noise. AE is a set of unsupervised machine learning 

methods that can be used in this way. In general, an 

AE network consists of two components: an 

encoder and a decoder. The encoder learns to create 

a copy of the input that is as similar to the output as 

possible; hence, the input and output dimensions 

are the same. In literature, several versions of 

autoencoders have been proposed. Among them, 

Variational Auto Encoder (VAE), Denoising Auto 

Encoder (DAE), Sparse Auto Encoder (SAE), 

Adversarial Auto Encoder (AAE) are very popular 

and useful in SER. The generalized architecture of 

AE is depicted in Fig.8[1]. 

In 2018, Latif et al. [31] were the first to suggest 

VAEs [2] as a method for evaluating the latent 

representation [1] of speech signals and using this 

representation to intuitively identify emotions using 

deep learning. The VAE takes advantage of data's 

log-likelihood and affects the lower bound 
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estimator from a given graphical prototype [1] with 

unbroken underlying variables. 

In the same year, Eskimez et al. [32] used feature 

learning strategies such as Denoising AutoEncoder 

(DAE), Variational AutoEncoder (VAE), 

Adversarial AutoEncoder (AAE), and Adversarial 

Variational Bayes (AVB) to boost the efficiency of 

CNN-based SER systems. Since autoencoder is an 

unsupervised learning process, it is not constrained 

by the number of labeled data samples accessible.  

 

Fig.8. Architecture of Auto Encoder 

They came to the conclusion that autoencoder 

frameworks could increase the F1 score and 

unweighted accuracy rating of automatic SER 

systems for SVM and CNN frameworks. 

 Multitask Learning(MTL):By exchanging 

representations between related auxiliary tasks at 

the same time, the Multitask learning (MTL) 

approach helps the model to generalize better on 

our primary task. 

Fig.9depicts Example of a MTL network 

architecture with two tasks and two outputs. In 

SER, speaker characteristics such as gender and 

age may affect how emotion can be expressed; 

therefore, they can be considered as Meta-

information in MTL.For the first time, Kim et al. 

[33] used gender and naturalness as auxiliary tasks 

for deep neural networks in an MTL manner. Their 

proposed approach provides high-level feature 

representation, allowing for the identification of 

discriminative emotional clusters. They present the 

results of their practice with six corpora, both 

within and across corpora. 

 Generative Adversarial Networks 

(GANs): Since 2014, when Goodfellow et al. [85] 

proposed them for the first time to learn and mimic 

an input data distribution, GANs have been 

considered as data augmentation, data 

representation, and denoising resources in deep 

learning.Latif et al. [86] used generative adversarial 

networks to boost the SER system's robustness in 

2018.  

A generative adversarial network (GAN) has two 

parts:The generator learns to generate plausible 

data. The generated instances become negative 

training examples of the discriminator. 

The discriminator learns to distinguish the 

generator's fake data from real data. The 

discriminator penalizes the generator for producing 

implausible results [125]. 

The generator G(z) produces synthetic data from an 

input, z, which is a sample from the probability 

distribution P(z). The discriminator, on the other 

hand, takes the information and decides whether 

the input data is real or artificial. 

Finally, both networks reach an equilibrium in a 

way that they have a value function that one agent 

seeks to maximize, and the other tries to minimize 

as an objective function shown in the equation 

below: 

min
G

max
D

V D, G = E
x~P(x)

 log D x          

+ E
z~P(z)

 log(1

− D G(z ))                              (4) 

 

where D(x) and D (G(z)) are the probabilities that x 

and G(z) are inferred to be real samples by the 

discriminator. 

The GAN [2]―functions unsupervised and 

separately from the class mark of the real data in 

this system. Following that, Conditional GAN [88] 

was suggested, which is based on the premise that 
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GAN can be conditional by using Class labels and 

data from various modality or portions of the data‖. 

In conditional GAN, the objective function of a 

two-player minimax game would be as follows [2]: 

 

min
G

max
D

V D, G 

= E
x~P(x)

 log D x|y  + E
z~P(z)

 log(1

− D G(z |y))                                                          (5) 

 

In this equation, ―y‖ is the class label of the data. 

One of the most significant shortcomings of GAN 

approaches is their dependency on data and 

initialization for convergence. However, the GAN 

is initialized using a pertrained auto encoder to 

overcome this limitation and achieve faster 

convergence [89]. Furthermore, their proposed 

method for learning common features between 

minority and majority classes. Both classes are 

used to fine-tune GAN. 

 Transfer Learning: It is a popular approach 

in deep learning where pre-trained models are used 

as the starting point on computer vision and natural 

language processing tasks given the vast compute 

and time resources required to develop neural 

network models on these problems and from the 

huge jumps in skill that they provide on related 

problems [126].  

The cross-domain difficulty of SER, i.e., test 

corpora do not fit train corpora, can be overcome 

with Transfer learning. Song et al. [91] use transfer 

learning to practice dimension reduction and 

Maximum Likelihood Estimation in a cross-corpus 

speech emotion recognition task. Mean difference 

embedding optimization and SVM as a classifier 

tool were used to obtain two adjacent latent feature 

spaces for the source and goal corpora. 

EMO-DB was used as the source corpus, with five 

emotion categories, and a Chinese emotion dataset 

with the same emotion categories as the test corpus. 

 

 

Fig.9. Architecture of MTL 

 

Principal component analysis (PCA) and 

local preserving projection were used to minimize 

dimension in two of the proposed models. As a 

consequence, neutral has the highest acceptance 

rate, followed by satisfaction and fear. However, 

the proposed method outperformed the automatic 

recognition approach in terms of recognition rate. 

One important constraint in transfer 

learning is the size of training and test data, i.e., the 

number of training data for transfer learning should 

be small enough to avoid over fitting the model. 

Furthermore, since train and test datasets are not 

distinct and identically distributed in fact (i.i.d.), 

algorithms like PCA and LDA perform poorly. 

Song [94] offered―Transfer Linear 

Subspace Learning (TLSL), generalized linear 

subspace learning, and transfer learning to consider 

thedifference between train and test set, and 

application on several benchmark datasets‖. The 

system has been applied cross-corpus to the EMO-

DB, eNTERFACE, and FAU Aibo databases in six 

different ways, and the results show that using 

TLSL enhances efficiency over baseline methods. 

Unlike previous approaches to transfer learning, the 

emphasis is not exclusively on informative 

elements, and less informative parts are not 

ignored. 

 Attention Mechanism: A neural network is 

considered to be an effort to mimic human brain 

actions in a simplified manner. In deep neural 

networks, the Attention Mechanism is an effort to 

apply the same behavior by selectively focusing on 
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a few important items while avoiding 

others. Usually, all positions of a given utterance 

receive equal attention in deep learning methods 

for SER; however, emotion is not uniformly 

distributed throughout the utterance for each 

sample. The attention mechanism considers the 

precise positions of given samples based on the 

attention weights allocated to each section of the 

data that contains an emotionally significant 

component. 

Instead of conventional low-level descriptors 

(LLD) and high-level statistical aggregation 

functions (HSF), Mirsamadi et al. [91] used 

―bidirectional LSTM with a weighted-polling‖ 

approach to find more insightful features about 

emotion. The attention mechanism [2], which 

allows the network to concentrate on emotionally 

relevant parts of a sentence while ignoring silent 

frames of utterance, was the inspiration for this 

process. 

V. CONCLUSION AND FUTURE 

DIRECTIONS 
In this literature, various emotional SER 

methodologies and the associated speech databases 

have been reviewed.Several SER publications also 

reviewed and tried to cover all the major deep 

learning techniques used for the task of SER, from 

DBMs to LSTMs to attention mechanisms. Deep 

learning techniques have many disadvantages, 

including a broad layer-wise internal architecture, 

lower efficiency for temporally varying input data, 

and over-learning during layer-wise information 

memorization [1]. 

Table III gives a brief comparison of all 

the algorithms reviewed, containing the highest 

accuracy reported for each dataset, all the features 

used to train the system, methods used and if 

applicable and number of the layers in each method 

[2]. 

 

 

TABLE III.  COMPARISON OF SPEECH EMOTION DATABASES 

 

Methodology/ no 

of layers 

Features Extracted Dataset & Accuracy References 

 

HMM 

 1st and 2nd derivative 

of F0,  

 1st derivative of F1  

 2nd derivative of 

MBE4, 2nd derivative of 

MBE5  

 MFCC [2] 

 DES: 99.5% [6] 

SVM 

 1st and 2nd derivative 

of F0,  

 1st derivative of F1  

 2nd derivative of 

MBE4MFCC [2] 

 EMO-DB: 93.75% [17] 

CNN/2  PCM  TEDLIUM2: 66.1% [21] 

DCNN/6  MFCC 

 SAVEE: 65.83%  

 RAVDESS: 75.83%  

 THAI: 96.60% 

[79] 

DCNN/10  PCM  EMO-DB: 96.97% [26] 

DCNN, LSTM/4  PCM  RECOLA: 68.4% [29] 

DCNN, LSTM/5 
 PCM  

 Log-Mel Spectrogram 

 EMO-DB: 95.33%  

IEMOCAP: 86.16% 
[30] 

VAE, LSTM/ 2, 4  Log-Mel Spectrogram  IEMOCAP: 64.93% [31] 

CNN, VAE/5, 6, 4, 

10, 5 
 Log-Mel Spectrogram  IEMOCAP: 48.54% [32] 

LSTM, MTL/3, 3, 

2 

 F0, voice probability,  

 zero-crossing-rate  

 12 MFCCs with 

energy and their first-time 

derivatives [2] 

 EMO-DB: 92.5%  

 LDC: 56.4%  

 IEMOCAP: 56.9% 

[33] 
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LSTM, GAN/2  eGeMAPS features  IEMOCAP: 53.76% [86] 

GAN, SVM 
 1582-dimensional 

openSMILE feature space 
 IEMOCAP: 60.29% [88] 

LSTM, ATTN/4, 

3, 3, 4, 4, 4 

 57-dimensional 

magnitude FFT vectors  

 F0, voice probability, 

frame energy, ZCR  

 12 MFCCs and Delta 

 IEMOCAP: 63.5% [91] 

CNN BLSTM, 

ATTN/2, 2 

 800 point STFT Mel 

scale spectrogram, Deltas, 

Delta deltas [2] 

 IEMOCAP: 82.8% [92] 
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